
• ! Content creators are concerned about 
the use of their copyrighted data to train 
LLMs

• " Membership Inference Attacks (MIA) 
are considered ineffective on LLMs for 
text chunks
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LLM training data can be detected,
but we need 10k+ tokens
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• MIA can be effective on pretrained LLMs at the 
right scale (long documents and collections of 
documents)

• Fine-tuning increases the effectiveness of MIA
• MIA can be used to detect test-set contamination
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Dataset Scale Pretrained Continual Learning

ArXiv

Paragraph 0.509 ± 0.006 0.587 ± 0.009

Document 0.523 ± 0.01 0.582 ± 0.06

Collection 0.718 ± 0.122 1.0 ± 0.0

GitHub

Paragraph 0.494 ± 0.009 0.559 ± 0.017

Document 0.498 ± 0.01 0.579 ± 0.014

Collection 0.479 ± 0.069 0.885 ± 0.064

Wikipedia

Paragraph 0.534 ± 0.015 0.577 ± 0.012

Document 0.531 ± 0.019 0.590 ± 0.015

Collection 0.665 ± 0.169 0.997 ± 0.007
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Figure 3: Effect of aggregation. We show MIA per-
formances on arXiv at different levels of aggregation.
Aggregation becomes more effective as we increase the
number of aggregated instances.

(i.e., position in the list) of the MIA feature for the
query sequence t in the combined set of 2K MIA
features, which includes both the query sequence
and the known non-members.

We conduct all our experiments on Pythia 2.8B
and 6.9B (Biderman et al., 2023) with data from
The Pile dataset (Gao et al., 2020). We also provide
the results of our main experiments on GPT Neo
2.7B in Appendix B. See Appendix A for details
on the experimental setup.

5 Experiments

With our experiments, we aim to answer the fol-
lowing questions: i) How effective is the aggrega-
tion of MIA scores for larger textual units, such as
documents and collection of documents? (§5.1),
ii) What are the requirements for a successful ag-
gregation? (§5.2), iii) What is the nature of the
compounding effect observed in MIA score aggre-
gation? (§5.3), iv) How much does the MIA aggre-
gation benefit from fine-tuning scenarios (§5.4)?

5.1 Aggregating Text Subunits is Effective

Table 2 and Figure 3 demonstrate the effectiveness
of aggregating multiple text units (e.g., sentences
or paragraphs) to perform successful Membership
Inference Attacks (MIA) at larger textual scales
(e.g., documents or collections). The figure illus-
trates a clear trend: MIA performance improves as
we increase the number of aggregated text units.

Data Scale ArXiv HackerNews Wiki

Sentence 0.501±0.003 0.500±0.003 0.507±0.004

Paragraph 0.528±0.004 0.511±0.015 0.523±0.013

Document 0.697±0.060 0.513±0.040 0.560±0.011

Collection (500) 0.943±0.025 0.709±0.340 0.844±0.132

Table 2: Multi-scale MIA results. We show the
AUROC scores for Pythia 6.9B at four scales. For
collection-level MIA, we use sets of 500 documents.

The upper plot focuses on collection MIA for
arXiv. It reveals a stark contrast between small
and large collections. While collections with only
dozens of documents yield AUROC scores barely
above random chance, those with 500 or more doc-
uments achieve significantly higher AUROC. No-
tably, using the 6.9B model and despite employing
only a few MIA methods in our ensemble, we at-
tain a remarkable collection MIA AUROC of 0.9
for arXiv.

The bottom plot shows the performance of docu-
ment MIA on arXiv, where we observe our highest
results. This exceptional performance can be at-
tributed to two factors: i) the considerable length
of the documents (averaging around 15K tokens),
allowing for the aggregation of numerous MIA
scores, and ii) a paragraph MIA AUROC exceeding
0.53. The combination of these factors yields an
impressive document MIA AUROC of 0.75. To the
best of our knowledge, this marks the first success-
ful application of MIA to entire documents.

Table 7 in Appendix B includes all the results
of the membership inference attacks (MIA) across
all data levels for GPT Neo 2.7B, Pythia 2.8B, and
Pythia 6.9B, showing that the trends holds for the
three models.

Known Partition Size and MIA Performance
We observe no correlation between the size of the
known partition used in the statistical test and MIA
performance. This finding is significant as it elim-
inates the need for large held-out collections, en-
hancing the method’s practicality. Data providers
often filter out portions of their collections dur-
ing their cleaning process; we believe some of
this filtered data could be used as the known
non-members partition. This approach makes our
methodology applicable to existing datasets with-
out additional data collection. We provide a plot
that compares the MIA performance across dif-
ferent known partition sizes in Figure 7 in Ap-
pendix D.
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Figure 6: Continual learning results for Pythia 2.8B
on Wikipedia. Collection-level MIA shows near-perfect
AUROC with sufficient documents, while document-
level MIA shows a significant improvement.

5.4 MIA Aggregation Benefits from
Fine-tuning Scenarios

5.4.1 Continual Learning Fine-tuning

In this section, we investigate the performance of
MIA on LLMs that have undergone a continual
learning process to adapt to specific domains. Fig-
ure 6 and Table 3 show the MIA performance on
Pythia 2.8B after it was further trained on the val-
idation sets of Wikipedia and GitHub (indepen-
dently) from the Pile dataset.

Our results reveal a significant increase in MIA
effectiveness in this continual learning scenario.
For Wikipedia, the collection-level MIA perfor-
mance achieves an AUROC of over 0.9, with collec-
tions containing only 100 documents. This stands
in stark contrast to the pretraining scenario, where
the 2.8B model only reached an AUROC of 0.65
for collections of 500 documents. This substantial
improvement can be attributed to an increase in the
paragraph MIA AUROC to 0.577, which amplifies
the compounding effect (§5.3). However, sentence-
level MIA remains ineffective, and paragraph-level
MIA remains below 0.6.

We observe a similar pattern for ArXiv and
GitHub, suggesting a consistent trend across differ-
ent domains. These findings lead us to conclude
that while LLMs trained with continual learning
remain robust against paragraph-level MIA, they
become notably vulnerable to MIA when scores
are aggregated across larger textual units.

MIA AUROC

Sentence 0.793 ± 0.024
Collection (20) 0.993 ± 0.012

Table 4: CoT fine-tuning. Collection and sentence-
level MIA results on CoT-fine-tuned Phi 2. Evaluation
on 100 collections of 20 questions each from 10k unique
questions.

5.4.2 End-Task Fine-tuning
We reuse the fine-tuned Phi-2 for reasoning from
Puerto et al. (2024) for our fine-tuning experiments.
They fine-tuned the model on multiple question-
answering datasets so that the model responded
with a chain of thoughts. This task allows us to
know if MIA could be used to evaluate the con-
tamination of fine-tuned models at the sentence
level, for example, if the model used the evaluation
questions for training.

Table 4 presents the performance of dataset and
sentence-level MIA. For dataset-MIA, we use 100
datasets of 20 datasets each from 10k unique ques-
tions using a non-member known partition of 10
questions for the statistical comparison. For the
evaluation of sentence-MIA, we use 5980 ques-
tions. In both cases, we run the experiments
five times with different random seeds. Notably,
sentence-MIA achieves an AUROC of 0.793 ±
0.024, while dataset-MIA is 0.99 for small datasets
of just 20 data points. This suggests that MIA could
serve as strong evidence in legal cases to prove the
use of data for fine-tuning LLMs, in contrast to the
claims made by Zhang et al. (2024a).

We further explored scenarios where collec-
tions contain a mix of both member and non-
member questions to evaluate the robustness of our
collection-MIA method in the presence of noise.
As shown in Figure 8 in Appendix D, with a 20%
contamination rate, the method continued to clas-
sify the collection as members, but at a contami-
nation rate of 50%, the method correctly assigned
membership status in 50% of cases. These results
confirm the robustness of our approach to handling
noisy collections.

6 Conclusion

In this paper, we have shown the importance of eval-
uating membership inference attacks (MIA) across
different data scales, from sentences to collections
of documents. Each text granularity represents a

Statistical 
Test

Neural 
Network

MIA

Evaluation Text

Neural 
Network

Known Partition

> <

Member Non-Member

“
”“
”

“
”

“
”

“
”

“
”“
”

“
”“
”

“
”“
”

MIA

“
”

“
”

“
”

Classify 
membership

1Parameter Lab, 2UKP Lab, TU Darmstadt, 3Naver AI, 4University of Tübingen, 5Tübingen AI Center

[1] Pratyush et al. "LLM Dataset Inference: Did you train on my dataset?." NeurIPS 2024

• Extension of [1] to any data scale
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