
• 💧 Private LLM leaks happen, e.g., Miqu-1-70b

• 🦹 Open-source LLMs are distributed 
under restrictive licenses

• 🎭 LLMs do not disclose reliably their 
identity
• Naive identity prompting, i.e., asking the model 

for its identity
• Unreliable answers, e.g., Mixtral-8x7B self-

identifies as FAIR’s BlenderBot 3
• Deceptive prompts, e.g., system prompt can 

disguise GPT-4 as Anthropic’s Claude
à We need specific tools to ensure compliance

🪤 TRAP 🪤
Targeted Random Adversarial Prompt
Honeypot for Black-Box Identification

We propose TRAP 🪤 to fingerprint LLMs and 
identify them when deployed in black-box settings.
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🪤 Targeted Random Adversarial Prompt (TRAP)

•                             a closed–ended question

•                     20 tunable tokens 🔥
• optimised on the                                     
• to output a specific target answer, here
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ROC curve (Llama-2-7B-chat) • High true positive rate
The reference LLM outputs the target number 
95-100% of the time

• Low false positive rate
• The suQixes are specific to the reference LLM 

(<1% average transfer rate to another LLM)
• Even when trained on the same data.
• TRAP beats the perplexity baseline
• Using less output tokens (3-18 vs. 150)
• Perplexity identification is prompt-sensitive

Robustness of TRAP

Ablation study

Conclusion
TRAP is a fingerprinting algorithm that 
relies on prompts specific to an LLM
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