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Summary

We propose APRICOT 3:

* To predict calibrated confidence
score

 From LLM’s generated texts only,
so suitable for black-box LLMs

e Using an auxiliary model trained
on calibrated confidence targets

What is the largest EU
country by population?

}

Target LLM .

Auxiliary Model

[Confidence: 0.63 ®

——————————————

Figure 1: Illustration of APRICOT ¥: We train an
auxiliary model to predict a target LLM’s confidence
based on its input and the generated answer.



Background on Uncertainty

Aleatoric uncertainty:
Input is inherently ambiguous.




Background on Uncertainty

Epistemic uncertainty:
Not trained on similar data.




Background on Uncertainty

Simplest form of uncertainty estimate.

Input x - Model f » Output f(x)

Slide from “Trustworthy Machine Learning” Course by Seong Joon Oh, 2024



Background on Uncertainty

Simplest form of uncertainty estimate.

Output f(x)

Input x > Model f \:

C(QI) = Probability that f(x) is correct. () S c(x) <1

Confidence

c(x)

Slide from “Trustworthy Machine Learning” Course by Seong Joon Oh, 2024



Background on Uncertainty

Issue: Guo et al. (2017) showed neural nets are overconfident

Calibration: The confidence level should reflect the true predictive
uncertainty.
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Confidence Quantification for LLMs

Sequence likelihood Verbalized uncertainty

—

Heuzreahelpflassbant...” 0.94 ( What is the largest EU country by population? v
e “ Chile”
“Do you know the capital of S Language Predicted next
AN User Prompt Model token It's Germany.
u E W Partial predicted
sure! Th | of
e e W ( How confident are you? 7
“Sure! The capital of Chile is Santiago.” Target LLM | am 95 % confident. )
0.75 0.8 0.99 0.97 094 099 0.64 — 0.3431
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Research Question

We want confidence Method Black-box LLM? Consistent? Calibrated?
quantification, that is: e
Seq. likelihoods X v X
Calibrated Verb. uncertainty v X X
. Swta!ole for Black-box LLM APRICOT ® (ours) v, 7 v
Consistent

Table 1: Comparison of appealing attributes that LLM
confidence quantification techniques should fulfil. They
should ideally be applicable to black-box LLMs, be
consistent (i.e., always elicit a response), and produce
calibrated estimates of confidence.
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< APRICOT

country by population?

User
It's Germany.
G s

[ What is the largest EU

Target LLM .

Auxiliary Model
gl e s B s i &

|

! { Question ] LLM Answer : 41
|

Input

[ Confidence: 0.63 Q

Figure 1: Illustration of APRICOT @: We train an
auxiliary model to predict a target LLM’s confidence
based on its input and the generated answer.
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< APRICOT

Receipt:
a) Clustering of questions

Cluster

TriviaQA CoQA

Textual Semantic Textual Semantic

Random A1 +.08 00 +.08 .08 +.12 .00 +.12

Clustering .39 +.28 60 +14 47 £25 70 £.17 K R ‘

Figure 5: Results of evaluation of found clusters on
TriviaQA and CoQA, including one standard deviation.
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< APRICOT

Receipt:
' i Cluster A
a) Clustering of questions uster Accuracy @

b) Calibration target

"What is the capital of France?"

<§ "Capital of Italy?"
A

Py /l—')GOTJ

/

- L‘Question ]]]__ J(‘)’ Q)O

O

@ LLM Answer 0 : '
¥ Question
Target LLM Embeddings




J APRICOT

0.63@® - 0.75)°

Receipt: 1 i
. . ol ) Cluster Accuracy g
a) Clustering of questions ‘.‘
b) Callbrathn ta rget "What is the capital of France?"
C) Train auxiliary model St s by N <(
I . Y "Capital of Italy?"
.!) Input: text only [ N ][LLM Answer]: AR
i) Output: cluster e ) //;»50\
dCCuracy Y
[ Questlon j QQ
OO
L‘LM Answer @ Question >
Target LLM Embeddings




TriviaQA CoQA
R e S u I t S Method Success  Brier] ECE| smECE| AUROC?T Success Brier] ECE| smECE| AUROCT
Seq. likelihood - 22401 .05+00 .03+00 .79+.01 - B2+01 .08%o00 .08+00 .69 +.01
Seq. likelihood (CoT) - 25 +01 .04 +00 .04 +.00 .70 +.01 - B +01 .04+00 .05+.00 .61 +.01
g Platt scaling - 24 +00 .08 +00 .07+00 .70 +.01 - B0+o00 .03+00 .03x00 .69+
Best B ri e r SCO res a n d _.‘"...E Platt scaling (CoT) - 24 +00 .12 +00 .11 +.00 .79 +.01 - B0 +00 .02+00 .02+.00 .61 +.01
. . . E Verbalized Qual. 0.19 38 +03 .02+00 .02+.00 .62 +.03 0.66 A5 +01 .00+00 .00+00 .48 01
m I S p rEd I Ct I O n AU RO CS 2 Verbalized Qual. (CoT) 0.25 39 +02 .01 +o00 .01 +.00 .60 +.02 0.73 45 +01 .00 +.00 .00 +.00 A8 +.01
g Verbalized % 1.00 39 +01 38+00 .27 +.00 52 +.01 0.99 A9 +01 48+00 .32+00 .53 01
§ Verbalized % (CoT) 1.00 39 +01 .38 +00 .26 +.00 .49 +.01 0.99 A8 +.01 .06 00 .06 +.00 .55 .01
Auxiliary (binary) - 20401 .16+o1 .15+01 8l+o1 - 200 .16+01 .15+01 82+o01

Ve r b a I i Ze d CO nfi d e n Ce’ Aucxiliary (clustering) - A8 +00 .09+01 .09+01 .83 +.01 - A8 +00 .04+01 .04+to01 .82 +.o1
SO m eti m eS bEtte r O n Seq. likelihood - A5 +01 .04+00 .04+00 .69 +.02 - 29+01 1l1xo00 .11x00 .70x01

Seq. likelihood (CoT) - A4 +00 .05 +.00 .05 +.00 .60 +.02 - 25 +00 .01 400 .02 +.00 .52 +.02
(S m O Ot h ) E C E’ rg Platt scaling - A5+00 .04+00 .04+o00 .69 +.02 - 26 01 .03+o00 .03xo00 .70 +.01
. f‘ Platt scaling (CoT) - A5 +00 12400 .12 +.00 .60 +.02 - 25 +00 .06 +00 .06 +.00 .92 +.02
b Ut a | SO n Ot re | I a b | e O n % Verbalized Qual. 1.00 A4 +01 .07 00 .04 +.00 .61 +.02 1.00 27+00 .07+00 .05+00 .52+01
Vi C u n a _7 B :; Verbalized Qual. (CoT) 1.00 A5 +00 .04 +00 .03 +.00 .63 +.02 1.00 B0+o1 .08+01 .04 +.00 .50 .01
E Verbalized % 1.00 A3 +01 .01 £00 .01 +.00 .63 +.02 1.00 Bd o1 25+00 .22 +.00 .54 +.01
€ Verbalized % (CoT) 0.99 A3 +01 .00+00 .01 +00 .63 +.02 0.58 B7+01 .09+01 .06+00 .49 +.02

Auxiliary (binary) - 14400 .d4+o1 .1d+o1  65+02 -  .19+o01 .13:01 .13to1 .8lio
Auxiliary (clustering) - A2+00 06+01  .06+01 .72 +.02 - A8 +00 .02+01 02400 .81+

Table 3: Calibration results for Vicuna v1.5 and GPT-3.5 on TriviaQA and CoQA. We bold the best results per
dataset and model, and underline those that are statistically significant compared to all other results assessed via the
ASO test. Results are reported along with a bootstrap estimate of the standard error.



What does the model learn from?

Ablation study
We train the auxiliary model on:

Questions-only (no LLM answer)

. the auxiliary model performs decently sty feisreiuenl O |
. — |earns from the type of question E LL%wer 5

S oem Em Em o Em o o Em Em Em o E Em Em o Em Em Em Em o Em Em Em
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What does the model learn from?

Ablation study
We train the auxiliary model on:

@ @ ( What is the largest EU country by population? 7
w N It's Germany. J

Target LLM

Chain-of-thought prompting

. ) (a) Default prompting.
. decreases the calibration error

. — |learns a mapping of the model’s own

&
assessment to a calibrated confidence NO!@F

What is the largest EU country by
population? Explain your reasoning.
The EU contains 27 countries in Europe. Its
largest member is Germany.

(b) Chain-of-though prompting.

Score

Target LLM
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Partial Conclusion

APRICOT O :

* Trains an auxiliary model on
clusters of homogeneous
guestions

e Predicts calibrated confidence
score

* Can be applied on black-box LLMs

What is the largest EU
country by population?

W{ It's Germany.

Target LLM
[Confidence: 0.63 ®

______________

/-

User

— —
® o

Auxiliary Model

et .

Figure 1: Illustration of APRICOT ¥: We train an
auxiliary model to predict a target LLM’s confidence
based on its input and the generated answer.



