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Was my personal data included as well?  🕵  

Large Language ModelSocial media

Research Question

Trains



Linkable PII Leakage



PII: Personally Identifiable Information



A privacy leak is more severe if the PII is liked to the data subject

Definition of a linkable PII leakage:

Linkable PII Leakage



ProPILE: Privacy Probing Tool For LLMs



ProPILE: Privacy Probing Tool For LLMs

1) Black-box probing for general users   &   2) White-box probing for LLM providers



• Models: OPT 350M/1.3B/2.7B/6.7B
• Evaluation dataset: Curated PII triplets from the PILE dataset

• Name
• Phone number
• Email address

• OPT models are trained on the PILE dataset

Experimental Setup

[1] Zhang, Susan, et al. "Opt: Open pre-trained transformer language models." arXiv preprint arXiv:2205.01068 (2022).
[2] Gao, Leo, et al. "The pile: An 800gb dataset of diverse text for language modeling." arXiv preprint arXiv:2101.00027 (2020).



Leakage Does Occur – Likelihood
• NULL : random PII
• Reconstruction: true target PII



• More queries (number of prompts)
• More association level
• Larger model

Leakage Does Occur – String Match

Leakage worsens as



White-box Probing

 

🔥



Leakage can be Increased by White-box Probing

• More training data
• More number of soft tokens
• Different initialization type

Leakage worsens as



Try it Yourself! – Demo Page
https://staging.parameterlab.de/research/propile 

https://staging.parameterlab.de/research/propile


Partial Conclusion

•  LLM can leak Personally Identifiable Information
• LLMs are trained on personal data from the web
• LLMs can link PII to a data subject

→ LLMs create privacy risk across websites

•  We propose ProPILE

• To probe your own PII leakage

• For LLM providers to probe privacy leakage 


