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Targeted Random Adversarial Prompt 
Honeypot for Black-Box Identification



Summary

We propose:

•🥷 A new task, BBIV, of detecting the usage of an LLM in a third-party 
application, which is critical for assessing compliance

•🪤 A novel method, TRAP, that uses trained prompt suffixes to 
reliably force a specific LLM to answer in a pre-defined way.

•☝ TRAP is a fingerprint: it can identify a specific LLM



💧 Motivation

Private LLM leaks happen



󰬸 Motivation

Open-source LLMs are distributed under restrictive licenses.

Non-commercial Forbidden deceptive usages



🥷 Problem

Black-Box Identity Verification (BBIV)

     Does this                                              use our                                ?third-party application reference LLM



🥷 Problem

Black-Box Identity Verification (BBIV)

• White-box access to the

• Black-box access to unidentified LLM

reference LLM



🎭 Baselines

Naive identity prompting

•  Simply ask the model for its identify

Unreliable answers Deceptive prompts

❌

Model Self-identifies as

GPT-4 GPT-4

Mixtral-8x7B FAIR’s BlenderBot 3.0

OpenChat 3.5 OpenAI’s GPT-4

NousHermes 2 
Mixtral-8x7B DPO

OpenAI’s InstructGPT



🎭 Baselines
Answers to close-ended questions

•  Collect and compare the answers of close-ended questions

•  “Write a random string composed of 4 digits”

Non-unique fingerprint Unreliable fingerprint

❌

Model Answer

Vicuna-7B 1234    (100%)

Vicuna-13B 1234    (100%)

Guanaco-13B 1234    (100%)

GPT 3.5 1234    (1.3%)

Model System prompt Answer

Llama-2-13B-chat

Default 4529   (100%)

OpenAI 4289   (100%)

Marketing 8273   (100%)

Json 4567   (100%)



🎭 Baseline
Perplexity-based identification

•  Generate texts from the                                and from 

•  Compute the perplexity of these texts on the 

reference LLM

Perplexity of Llama-2-7B texts

Perplexity of other LLMs texts

Goal:
Set a perplexity threshold 
to separate both

other LLMs

reference LLM

Perplexity



🪤 Solution

Targeted Random Adversarial Prompt (TRAP)

•                          a closed–ended question

•                 20 tunable tokens 🔥
• optimised on 

• to output a specific target answer, here

reference LLM

🔥

Instruction

314

Suffix



🪤 Solution

Targeted random adversarial prompt (TRAP)

• Suffix optimised with greedy coordinate 
gradient (GCG), originally for jailbreaking 
(Zou, 2023)

• The suffix can force the model to output 
the targeted number chosen at random

Zou et al. “Universal and Transferable Adversarial Attacks on Aligned Language Models” (2023)



🪤 Solution

Efficacy and specificity of TRAP

• High true positive
• The suffixes force the reference LLM to output 

the target number 95-100% of the time

• Low true positive
• The suffixes are specific to the reference LLM

(<1% average transfer rate to another LLM)

• TRAP beats the perplexity baseline
• Using less output tokens 

(3-18 tokens vs. 150 tokens)
• Perplexity identification is sensible to the type 

of prompts

ROC curve to identify Llama-2-7B-chat



🪤 Solution

🛡 Robustness of TRAP

• Third-party can deploy the                                with changes
• Robust to generation hyperparameters (usual ranges)

• Not robust to some system prompts

reference LLM



Partial Conclusion

•🥷 Black-Box Identity Verification (BBIV)
• For compliance assessment of open-source LLMs
• For detection of leaked private LLMs 

•🪤 Targeted random adversarial prompt (TRAP)
• Prompts suffixes optimized for a reference LLM to output an answer chosen 

at random
• Other LLM outputs other answers
→ TRAP is a fingerprinting algorithm

• Future directions
• Robust identification remains challenging


