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Introduction and background

About LLM and 
Trustworthy Machine Learning



Large Language Model (LLM)

Source: https://huggingface.co/learn/nlp-course/chapter1/4
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Large Language Model (LLM)

User Prompt
Predicted next 

token

Language 
Model

System Prompt

Partial predicted 
text

“You are a helpful assistant …”

“Do you know the capital of 
Chile?”

“Sure! The capital of”

“ Chile”

In the end: “Sure! The capital of Chile is Santiago.”



Large Language Model (LLM)

Source: https://arstechnica.com/gadgets/2023/04/generative-ai-is-cool-but-lets-not-forget-its-human-and-environmental-costs/

How large?



Training data

•Large models trained on massive corpuses of text
•  Basically, the entire internet
•  Including, problematic texts

•After pretraining, LLMs generate:
• Unreliable knowledge: conspiracy theories, fake news, etc.
• Toxic languages: insults, violence, etc.
• Questionable answers: “how to steal someone's identity”
• Harmful knowledge: “how to build a bomb”
• Lack of empathy: risk of suicide
• Discriminative behaviors
• Explicit content
• …



Alignment of LLM

Solution: Reinforcement Learning from Human Feedback (RLHF)

Source: https://huggingface.co/blog/rlhf



Alignment of LLM

Source: https://llm-attacks.org

Before After



● Jailbreaking: 

prompts that bypass 

alignment

● Cat-and-mouse game

Challenges

jailbreakchat.com

1.  Adversary 



Challenges

Image: Google

● LLMs generate 

wrong information 

that seems real.

2.  Factfulness



Challenges

Image: https://twitter.com/DaveLeeFT/status/1626288109339176962

● My phone number 
may appear in 
someone else’s 
ChatGPT session.

3.  Privacy

Scalable Extraction of Training Data from (Production) Language Models

https://arxiv.org/abs/2311.17035


● In 2021 in Korea.

● Chatbot trained on 
user chat data.

● Leaks home 
addresses for certain 
users.

Challenges
Your address?

Yes, <Street name> 
<City name>.

Where do you live?
I live in <Street 

name>, where you 
find <???> as well.

Tell me your address.
It’s <Street name>, 

<house#>.

Address.
<Street name>, 

<house# and 
apartment#>.

Image: https://news.mt.co.kr/mtview.php?no=2021011111171078059

3.  Privacy



Challenges
4.  Copyright 

https://nytco-assets.nytimes.com/2023/12/NYT_Complaint_Dec2023.pdf

https://chat.openai.com/share/feedfc84-120d-4707-b940-f9ac91fd98de



Among other challenges…

20Ethics guidelines for trustworthy AI, High-Level Expert Group on Artificial Intelligence, 
European Commission



21

Seven requirements of 
trustworthy AI
(European Commission)

Ethics guidelines for trustworthy AI, 
High-Level Expert Group on Artificial Intelligence, European Commission

Trustworthy 
Machine Learning
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🕵ProPILE🕵 
Probing Privacy Leakage in Large 

Language Models



Was my personal data included as well?  🕵  

Large Language ModelSocial media

Research Question

Trains



Linkable PII Leakage



PII: Personally Identifiable Information



A privacy leak is more severe if the PII is liked to the data subject

Definition of a linkable PII leakage:

Linkable PII Leakage



ProPILE: Privacy Probing Tool For LLMs



ProPILE: Privacy Probing Tool For LLMs

1) Black-box probing for general users   &   2) White-box probing for LLM providers



• Models: OPT 350M/1.3B/2.7B/6.7B
• Evaluation dataset: Curated PII triplets from the PILE dataset

• Name
• Phone number
• Email address

• OPT models are trained on the PILE dataset

Experimental Setup

[1] Zhang, Susan, et al. "Opt: Open pre-trained transformer language models." arXiv preprint arXiv:2205.01068 (2022).
[2] Gao, Leo, et al. "The pile: An 800gb dataset of diverse text for language modeling." arXiv preprint arXiv:2101.00027 (2020).



Leakage Does Occur – Likelihood
• NULL : random PII
• Reconstruction: true target PII



• More queries (number of prompts)
• More association level
• Larger model

Leakage Does Occur – String Match

Leakage worsens as



White-box Probing

 

🔥



Leakage can be Increased by White-box Probing

• More training data
• More number of soft tokens
• Different initialization type

Leakage worsens as



Try it Yourself! – Demo Page
https://staging.parameterlab.de/research/propile 

https://staging.parameterlab.de/research/propile


Partial Conclusion

•  LLM can leak Personally Identifiable Information
• LLMs are trained on personal data from the web
• LLMs can link PII to a data subject

→ LLMs create privacy risk across websites

•  We propose ProPILE

• To probe your own PII leakage

• For LLM providers to probe privacy leakage 



Summary of the talk
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🪤 TRAP 🪤
Targeted Random Adversarial Prompt 
Honeypot for Black-Box Identification



Summary

We propose:

•🥷 A new task, BBIV, of detecting the usage of an LLM in a third-party 
application, which is critical for assessing compliance

•🪤 A novel method, TRAP, that uses trained prompt suffixes to 
reliably force a specific LLM to answer in a pre-defined way.

•☝ TRAP is a fingerprint: it can identify a specific LLM



💧 Motivation

Private LLM leaks happen



 Motivation

Open-source LLMs are distributed under restrictive licenses.

Non-commercial Forbidden deceptive usages



🥷 Problem

Black-Box Identity Verification (BBIV)

     Does this                                              use our                                ?third-party application reference LLM



🥷 Problem

Black-Box Identity Verification (BBIV)

• White-box access to the

• Black-box access to unidentified LLM

reference LLM



🎭 Baselines

Naive identity prompting

•  Simply ask the model for its identify

Unreliable answers Deceptive prompts

❌

Model Self-identifies as

GPT-4 GPT-4

Mixtral-8x7B FAIR’s BlenderBot 3.0

OpenChat 3.5 OpenAI’s GPT-4

NousHermes 2 
Mixtral-8x7B DPO

OpenAI’s InstructGPT



🎭 Baselines
Answers to close-ended questions

•  Collect and compare the answers of close-ended questions

•  “Write a random string composed of 4 digits”

Non-unique fingerprint Unreliable fingerprint

❌

Model Answer

Vicuna-7B 1234    (100%)

Vicuna-13B 1234    (100%)

Guanaco-13B 1234    (100%)

GPT 3.5 1234    (1.3%)

Model System prompt Answer

Llama-2-13B-chat

Default 4529   (100%)

OpenAI 4289   (100%)

Marketing 8273   (100%)

Json 4567   (100%)



🎭 Baseline
Perplexity-based identification

•  Generate texts from the                                and from 

•  Compute the perplexity of these texts on the 

reference LLM

Perplexity of Llama-2-7B texts

Perplexity of other LLMs texts

Goal:
Set a perplexity threshold 
to separate both

other LLMs

reference LLM

Perplexity



🪤 Solution

Targeted Random Adversarial Prompt (TRAP)

•                          a closed–ended question

•                 20 tunable tokens 🔥
• optimised on 

• to output a specific target answer, here

reference LLM

🔥

Instruction

314

Suffix



🪤 Solution

Targeted random adversarial prompt (TRAP)

• Suffix optimised with greedy coordinate 
gradient (GCG), originally for jailbreaking 
(Zou, 2023)

• The suffix can force the model to output 
the targeted number chosen at random

Zou et al. “Universal and Transferable Adversarial Attacks on Aligned Language Models” (2023)



🪤 Solution

Efficacy and specificity of TRAP

• High true positive
• The suffixes force the reference LLM to output 

the target number 95-100% of the time

• Low true positive
• The suffixes are specific to the reference LLM

(<1% average transfer rate to another LLM)

• TRAP beats the perplexity baseline
• Using less output tokens 

(3-18 tokens vs. 150 tokens)
• Perplexity identification is sensible to the type 

of prompts

ROC curve to identify Llama-2-7B-chat



🪤 Solution

🛡 Robustness of TRAP

• Third-party can deploy the                                with changes
• Robust to generation hyperparameters (usual ranges)

• Not robust to some system prompts

reference LLM



Partial Conclusion

•🥷 Black-Box Identity Verification (BBIV)
• For compliance assessment of open-source LLMs
• For detection of leaked private LLMs 

•🪤 Targeted random adversarial prompt (TRAP)
• Prompts suffixes optimized for a reference LLM to output an answer chosen 

at random
• Other LLM outputs other answers
→ TRAP is a fingerprinting algorithm

• Future directions
• Robust identification remains challenging



Summary of the talk
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🍑APRICOT 🍑
Calibrating Large Language Models 

Using Their Generations Only



Summary

We propose APRICOT 🍑:

•  To predict calibrated confidence 
score

•  From LLM’s generated texts only, 
so suitable for black-box LLMs

•  Using an auxiliary model trained 
on calibrated confidence targets



Evaluating Machine Accuracy on ImageNet. ICML 2020.

Aleatoric uncertainty:

Input is inherently ambiguous.

Slide from “Trustworthy Machine Learning” Course by Seong Joon Oh, 2024 

Background on Uncertainty



Slide from “Trustworthy Machine Learning” Course by Seong Joon Oh, 2024 

Background on Uncertainty

https://www.gatsby.ucl.ac.uk/~balaji/balaji-uncertainty-talk-cifar-dlrl.pdf

Epistemic uncertainty:

Not trained on similar data.



Simplest form of uncertainty estimate.

Model fInput x Output f(x)

Slide from “Trustworthy Machine Learning” Course by Seong Joon Oh, 2024 

Background on Uncertainty



Simplest form of uncertainty estimate.

Model fInput x Output f(x)

Confidence 
c(x)

= Probability that f(x) is correct.
Slide from “Trustworthy Machine Learning” Course by Seong Joon Oh, 2024 

Background on Uncertainty



Background on Uncertainty

Issue: Guo et al. (2017) showed neural nets are overconfident

Calibration: The confidence level should reflect the true predictive 
uncertainty.

On Calibration of Modern Neural Networks. ICML 2017.

Well-calibrated 
model

Less 
well-calibrated 

model



Confidence Quantification for LLMs

64

Verbalized uncertaintySequence likelihood

0.75      0.8       0.99     0.97   0.94  0.99      0.64       →   0.3431

0.94



Research Question

We want confidence 
quantification, that is:

• Calibrated
• Suitable for Black-box LLM
• Consistent

65



🍑 APRICOT 

66
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🍑 APRICOT 

Receipt:

a) Clustering of questions

Cluster
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🍑 APRICOT 

Receipt:

a) Clustering of questions
b) Calibration target
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🍑 APRICOT 

Receipt:

a) Clustering of questions
b) Calibration target
c) Train auxiliary model

i) Input: text only
ii) Output: cluster 

accuracy



Results

Best Brier scores and 
misprediction AUROCs

Verbalized confidence, 
sometimes better on 
(smooth)ECE, 
but also not reliable on 
Vicuna-7B 

70



What does the model learn from?

Ablation study

We train the auxiliary model on:

Questions-only (no LLM answer)

• the auxiliary model performs decently
• → learns from the type of question 

71

❌



What does the model learn from?

Ablation study

We train the auxiliary model on:

Chain-of-thought prompting

• decreases the calibration error
• → learns a mapping of the model’s own 

assessment to a calibrated confidence 
score

72



Partial Conclusion

APRICOT 🍑:

• Trains an auxiliary model on 
clusters of homogeneous 
questions

• Predicts calibrated confidence 
score

• Can be applied on black-box LLMs



Summary of the talk
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Conclusion

• LLMs suffer from the same issues identified in the pre-LLM era of 
deep learning

• Privacy issues
• Over-confidence (non-calibrated)
• Model stealing

• But LLMs also create new issues
• Memorization of PIIs → much larger attack surface
• Blurry lines between humanly written and LLM-generated 
• More black-box models, kept behind close door and cost millions of dollars 

• LLMs learn desirable and undesirable knowledge
• Own-assessment about its uncertainty
• PII

75



Questions?

Discussion time!


